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Abstract  
  

 Writing is a codified system of standard symbols: the repetition of agreed-upon simple shapes to 

represent ideas. Language using symbols is assumed to be universal which is easier to interpret 

and efficient to use. Handwriting has remained one of the most frequently occurring patterns that 

we come across in everyday life. Handwriting offers a number of interesting pattern classification 

problems including handwriting recognition, writer identification, signature verification, writer 

demographics classification and script recognition etc. There is a dire need to address these 

problems and all out efforts be made to devise a script independent framework that can be applied 

globally to maximize the advantages of wealth of knowledge contained in the form of handwritten 

scripts. Lot of research in this area is ongoing. The work presented here is a document indexing 

and retrieval system using word spotting as the matching technique. Word spotting presents an 

attractive alternative to the traditional Optical Character Recognition (OCR) systems where 

instead of converting the image into text, retrieval is based on matching the images of words using 

pattern classification techniques. Proposed system relies on extracting words from images of 

handwritten documents and converting each word into a shape represented by its contour. 

Conversion of words into shapes is an innovation proposed in our framework that will set new 

avenues of research; as this work has not been experimented before in the history of word spotting. 

A set of multiple features is then extracted from each shaped word and instances of the same word 

are grouped into clusters. These clusters are used to train a multi-class Support Vector Machine 

(SVM) which learns different word classes. The documents to be indexed are segmented into words 

and the closest cluster for each word is determined using the SVM. An index file is maintained for 

each word cluster which keeps information on the documents containing the respective word 

along-with the word locations within each document. A query word presented to the system is 

matched with the clusters in the database and the documents containing occurrences of the query 

word are presented to the user. The system evaluated on the handwritten images of IAM database 

reported promising precision and recall rates. Enhancement of feature vector space by introducing 

new set of features is also a major contribution. Study has also been carried out to analyze the 

contribution and significance of different features employed in our study. Use of most relevant 

feature vector through employment of Principal Component Analysis (PCA) has also been applied 

to condense the dimensionality. The proposed framework has also been successfully tested in 

extremely challenging / cursive Urdu language scripts. Promising results in both English and Urdu 

scripts amply proves script independence that can be applied globally.  
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 1  Chapter -1  

Introduction  

 
  

Evolution of mankind and development of diverse cultures is a history spanned over millions of 

years. Putting ideas in writing and saving it for future even in todayôs modern era is the best form 

of expression. Recognizable systems of writing developed in 3 major cultures within 1200 years 

of each other. Sumerian cuneiform developed around 3000 BC, Egyptian hieroglyphs around 2800 

BC, and the precursor to Kanji Chinese around 1800 BC. The development of writing allowed 

cultures to record events, history, laws, theories in math, science, medicine; create literature and 

more. Simple pictographs were used to represent people, places and things. As the needs for 

communication expanded, different pictographs were combined to represent ideas, and required 

knowledge to interpret the new symbols. These became ideographs: abstract symbols that evolved 

beyond the original drawings. With the tremendous advancement in the field of  

Information Technology, human cultures and ways of living are being transformed in parallel.  

Various techniques are being used / researched to make life relatively easier. One such difficulty 

arises once humans write certain things using their own handwriting / language and want to take 

maximum advantage of their effort. There are roughly 6,500 spoken languages in the world today. 

However, about 2,000 of those languages have fewer than 1,000 speakers. Lots of information 

wealth exists in handwritten documents which have been preserved using scanning thus ultimately 

converting them to images. Various techniques exist in making such images searchable. One such 

technique is using Optical Character Recognition (OCR) which has gained popularity in recent 

past. OCRs are being developed for different languages but the applicability is mostly limited to 

English language with some accuracy. Research is ongoing in this field. So a need arises to develop 

a framework which should be script independent and can be used for various languages around the 
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globe.   This work presents a document indexing and retrieval system using word spotting as the 

matching technique. In word spotting, retrieval is based on document images by employing pattern 

classification techniques.  Segmentation is undertaken wherein each word is extracted after 

removing errors / mistakes and the extracted word is innovatively converted into shape represented 

by its contour.  Multiple features are then extracted from each word and instances of the same 

word are grouped into clusters.  Clusters are used to train a multi-class Support Vector Machine 

(SVM) which learns different word classes. Indexing the document takes place wherein words are 

segmented and closest matched cluster is found for each word using the already trained SVM. 

Index file is maintained for each word cluster which keeps information on the documents 

containing the respective word along-with the word locations within each document. A query word 

presented to the system is matched with the clusters in the database and the documents containing 

occurrences of the query word are presented to the user.   

Various dynasties ruled the Indian sub-continent and left behind enormous and rich cultural 

heritage that also included intellectually enriched research in the shape of various documents 

scripted in Urdu. In order to provide efficient access to this knowledge, analysis through digitizing 

the existing work is the need of hour. In addition to digitization, efficient search mechanisms are 

also needed to be implemented to provide users a rapid access to the queried information. In most 

cases, the digitized documents are complemented by manually assigned tags which not only are a 

time consuming task but also provides a very limited search facility. Automating the transcription 

of these documents using Optical Character Recognition (OCR) systems is also challenging due 

to the very complex cursive nature of Urdu text.  Keyword spotting based information retrieval 

system for document images has been introduced to overcome these limitations. The proposed 

technique relies on two major modules, document indexing and retrieval. Images of documents 

are segmented into partial words (ligatures) and identical partial words (PWs) are grouped into 
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clusters. Our proposed technique introduces the concept of considering each (partial) word as a 

unique shape and a set of shape descriptors is extracted to characterize the PWs. The clusters of 

PWs are used to index a given set of documents. During retrieval, the query word presented to the 

system is matched with the clusters in the database and all documents containing instances of the 

query word are retrieved and presented to the user.   

Proposed framework has been evaluated on IAM and Urdu Database and realized promising 

precision and recall rates. Our proposed framework ensures script independence and can be applied 

globally as each script can be easily converted into shape represented by its contour and matching 

/ retrieval can be done with profound efficiency.   

1.1 Motivation  
  

Handwritten and cursive fonts like Urdu pose a number of challenges which reduces their usability 

and ultimately results in their limited applicability. In this information era, such challenges needs 

to be minimized and hidden wealth of information in the shape of scanned / handwritten images 

be made available to the researchers around the globe. Our proposed framework is efficient, script 

independent information retrieval system that can be used with any type of script. Introduction of 

innovations like converting words into shapes for superior matching and using newly added 

features difference in area (delta feature) and shape feature explained in subsequent chapters have 

made the system more robust and reliable.  

       

1.2 Research Challenges  
  

Working with handwritten documents and cursive fonts is an extremely challenging area. Some of 

the research challenges are:-  
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a. Inter and intra class variability in writerôs handwritten texts.  

b. Cursive nature, difficult word formation approach, appearance of characters within 

words, overlapping of partial words, dots and diacritic marks, segmentation and 

varying styles poses enormous challenges.  

c. Indexing and search is either not present or is not reliable.  

d. Content is not structured and often lacked the desired quality.  

e. One book / publication may be divided into a sizable number of digital media storages, 

thus increase in storage area.  

f. Divided contents on different media making it difficult to cross reference.  

1.3 Online Access to Digital Documents       
  

 Presently, in order to aide users across the globe, various organizations / companies provide access 

to information through digitizing books mostly through scanning / meta-tagging and searching 

through content available inside the image is non-existent. One of the biggest projects is being 

undertaken by renowned search engine company Google and is named as Google Book Search 

(Figure 1). Initially scanning is undertaken and then search option / facility is provided to 

subscribers / users. OCR Technology is used which converts images into text.  

Complete process is stored in database.  
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Figure 1- Screen shot of the Google book search service where a book is opened and its text can  

be searched using the text search option  

Additional resources that are currently providing online sevices for document search and 

retrieve options include óUniversal Digital Library 8ô operated by Carnegie Mellon University 

USA and Europeana 9 sponsored financially by European Union. Keeping in view its enrichd 

wealth of knowledge; many Libraries around the globe are trying to make these resources 

accessible online for better utilization. Few examples are Gallica ( bibliothèquenationale de  

France) , BVH11 (Bibliothèques Virtuelles Humanistes) of the Centre d'Études Supérieures de la 

Renaissance Tours and Medic@ of the bibliothèque interuniversitaire de medicine Paris [BIUM].  

  

1.4 Context of the Work being Presented  
  

Scanned documents hold immense experiences and knowledge and inspire educated / 

noneducated people. Searching through the use of query word, thus getting relevant answers, saves 

time and effort of scanning a complete book / document. Proposed framework offers a detailed 

analysis of numerous retrieval methods for scanned scripts / images that permits queries in the 
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form of a word images. Based on the matching of features after training by classifier, closest 

matched cluster and its instances will be retrieved and presented to the user.  

1.5 Problem Statement   

  

Motivation of this work stems from the work already done by Khurshid et al. [1] in the same 

field. However, existing work suffers from following limitations:-  

a. Existing work is script dependent and primarily focused on French language.   

     Script independence has not been achieved.  

b. In the existing work carried out, query words are matched with each word in each   

   document in the database. Concept of clustering is not present.  

c. Feature set employed is not robust and needs enhancements.  

d. Work done was not tested on handwritten documents and mostly printed    

     documents were used.   

1.6 Contribution Objectives / Research Goals  

  

Effort has been made to contribute in all phases of research. Lots of research work has already 

been undertaken in binarization so our endeavor was to use the already binarized database and 

focus on challenges faced by handwritten / scanned images. However, we did carry out 

binarization on printed documents and tested prevalent techniques to accrue their efficiency.  

Development of script independent word retrieval framework was the major focus. Our 

Contribution will be focused in following major areas which required improvement in the existing 

work:-  

a. Detailed analysis of existing handwritten databases. Lots of databases exist and it becomes 

extremely difficult for a new researcher to decide which database is relevant to his research 
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area. To this end successful accomplishment of comprehensive survey of handwritten 

document benchmarks: structure, usage and evaluation have been undertaken. Publication 

in Eurasip Journal of Image and Video Processing, 2015 has been undertaken. This journal 

is ISI Indexed and current impact factor is 1.06.  

b. Development and implementing script independent framework for document retrieval 

system. Framework includes, segmentation, indexing, enhancement of feature vector 

space, matching and retrieval. Journal publication has been successfully completed in 

Journal of Engineering and Applied Sciences, 2016.   

c. Segmentation plays a very important role in word spotting. Removal of errors present in 

printed documents particularly in handwritten images is a major challenge. Our proposed 

framework addresses all major issues like, varying style of writers, slant lines, 

punctuations, overlapped characters etc. Paper on the subject has been published in  

International Conference on Image Processing, Production and Computer Science  ICIPCS 

2016.  

d. Urdu language is extremely cursive and poses enormous challenges in word spotting. 

Formation of clusters, indexing, matching and retrieval stages were successfully 

implemented using script independent framework. Publication has been done in 11th IEEE  

International Conference on Signal-Image Technology & Internet-Based Systems SITIS 

2015.    

e. Our proposed approach will use the concept of clustering and classification for efficient 

searching mechanism. Instead of matching each word with all words of the document, 

matching it with contents of training clusters has been undertaken. Complete scanned 

document is segmented and uploaded in the database and then Indexing is done by 

realization of each word location. Improvement has been made in this particular approach. 
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Cluster contains all possible combinations of a word / character, so for each word there is 

a separate cluster. Query word is matched with the cluster only; and once the matching part 

is done, than all the words contained in the document will be highlighted through reference 

maintained in the database.  

f. New Features have been added to make feature vector more robust. Converting words into 

shapes, calculating difference in area before and after the application of structuring element 

etc. have made enhanced our research.    

1.7 Organization of Thesis  
  

 The thesis is organized in a sequential way starting with chapter 2, wherein, the explanation of 

state of the art approaches in document retrieval, methods classification is deliberated in detail to 

give a complete idea of research work prevalent in the field. In chapter 3, discussion on pre-

processing (binarization and segmentation) has been undertaken, wherein, problems faced in 

segmenting handwritten and Urdu fonts alongwith our proposed resolution techniques will be 

presented . Chapter 4 will focus on feature extraction and Clustering. Enhanced Features set is also 

part of discussion. Chapter 5 deals with matching and retrieval process. For matching two words, 

multi-class Support Vector Machine Classifier has been used.  

Chapter 6 describes experimental results obtained from our proposed framework. Results of  

Binarization, Segmentation, and Retrieval using various criteriaôs have been discussed. Principle 

component analysis has also been undertaken. Chapter 7 includes conclusion and future work. It 

is worth mentioning here that work done on handwritten documents in English language and 

corresponding application in Urdu language have been described in parallel to aide the user in 

getting a feel of proposed framework alongwith its intricacies and applicability.  
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 2  Chapter -2  

Literature Review  

 

  

Automation of handwritten textual documents is an active research area [2, 3] wherein searching 

for a particular word in complete document might be necessitated[4]. Application of a particular 

search algorithm in an enterprise wide environment does not hold good for handwritten documents 

due to varying styles of writing, overwriting, joint words etc. Although latest technologies like 

OCRs have yielded good results in printed documents, yet its performance in handwritten 

documents remains a challenge. Due to non-availability of OCR for most of languages, its 

applicability is currently limited in scale. Word Spotting technique has been introduced to 

overcome the limitations of OCR technology and is subdivided into two categories; holistic and 

analytical recognition techniques. Holistic word recognition techniques employ words as a whole 

in which a local feature sequence (pixel length of each word) is extracted and then matched with 

remaining words of document[5, 6]. In Analytical (character based) Techniques a word is sub-

divided into finer grains called characters which operate independently or in groups[7-10]. The 

basic technique is to extract features from handwritten documents which should be robust to 

various writing styles and then apply supervised classification by employing classifiers like Neural 

Networks [11-13] and Support Vector machines (SVM)[14, 15].  

State-of-the-art work in this field includes systems that are based on Keywords; in which learning 

phase is used with promising results [16, 17] but they suffer from major limitation of requiring 

enormous dataset.  An efficient retrieval mechanism was proposed for unconstrained handwritten 

document retrieval[18], Comprehensive empirical evaluation of handwritten text  line detection 

methods was undertaken by evaluating four different handwritten text line detection algorithms, 
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on four different databases and using three different metrics[19]. Identification of script of 

handwritten text by employing Directional Discreet Cosine Transform was proposed in[20].   

Lots of work has been done and plenty is in progress in the domain of information retrieval in 

printed documents. Recent research area shows applicability of Convolutional Neural Networks 

(CNN) architecture  for  word  spotting.  By using the  recently  proposed Pyramidal Histogram of 

Characters (PHOC) as labels, this CNN is able to achieve state-of-the-art performance in Query-

by-Example as well as Query-by-String scenarios on different datasets [21]. Word images and text 

strings are embedded in a common vectorial subspace, thus resulting in faster computation 

especially for comparison purpose [22]. Handwritten text-to-speech system has been proposed 

using query-by-speech keyword spotting system [23].  Query-by-string methods has been 

proposed for full segmentation-free decoding framework that does not require any 

presegmentation on word or line level [24]. Issues and problems related to printed documents 

which are discussed in detail in[25-27]. These include the physical issues such as quality of the 

documents, the marks and strains of liquids, inks and dust, etc. and the semantic issues such as 

foreground entity labeling. Perspective falsification alongwith shadow is generally observed once 

huge volumes of historical books are scanned resulting in deformation of characters / words [27].  

Analogous type of spurious components are also detected in old documents [28].  Such problems 

yield opportunity for researchers to make efforts for better performance in this active research 

area.   

Diverse methods have been suggested to make document images more interesting / productive and 

work encompasses various stages like segmentation (including binarization, text/graphic 

segmentation, text words extraction, etc.) as well as for information retrieval. In current chapter, 

brief discussion on work done for document image segmentation and information spotting has 
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been undertaken. Section 2.1 analyzes the different categories of document segmentation methods 

and section 2.2 focuses on the different information retrieval methods.  

The above mentioned issues are addressed with various techniques. Manually annotating the pages 

/ documents and creating an index is one choice.  Transcription is another technique in which full 

text search is made possible through text search engines commercially available. Transcription 

suffers from the limitation of degradation in performance with the increase in the database. Optical 

Character Recognition (OCR) systems have been devised to cater for reading and digitizing the 

printed / scanned documents. Commercially available OCR softwareôs works well with good 

quality documents. Ancient / historical documents suffer from limitations like torn pages, faded 

ink, poor quality pages etc, thus making these OCRs virtually impracticable for usage.  

Document images have many issues [25-27] including low quality, marks and strains of liquid, 

foreground entity labeling, perspective distortion, warping of words in shadow[27]. Old 

manuscript have numerous spurious components[28].   

One of the techniques is page segmentation method and itôs sub-divided in three main categories: 

bottom-up, top-down and hybrid[29-33].  In bottom up approaches, moving from smaller details 

towards bigger pictures is done. Pixels are recursively used to connect the components and move 

towards building the structures. Bottom-up approaches use techniques like neural networks [27] 

connected component analysis[34] active contours[35], region-growing methods include 

runlength smoothing algorithm[36]. These methods normally suffer from accumulation of errors 

impediment. In Top-down approach, moving towards finer grains from bigger picture is done.   

The most well-known methods are form definition languages, histogram analysis[37], rule based 

systems[38], or space transforms (Fourier and Hough transform)[39], projection methods [26] and 

variations like rectangulation, white streams[40]. Top-down methods are faster in execution, but 

prior knowledge of document class and type is required for efficiency. In hybrid technique, mix 
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and match of bottom-up and top-down approach is used. Hybrid techniques include Gabor filter 

method[41]. Wavelet and fractal analysis, auto correlation function[33], texture-based 

methods[31, 42]. Hybrid methods work well for graphic / text segmentation but lack the desired 

degree of accuracy once it comes to finer level of segmentation as prevalent in historical books.   

Due to the limitation of OCR with respect to handwritten scripts, word spotting technique has been 

employed on handwritten manuscripts[43]. Word spotting can be divided into sub categories based 

on a number of distinctions. First on the list is segment-based or segment free methods [43-48]. 

Rothfeder et al. [49]divided all word spotting in two main categories ï image and feature based 

techniques. Image based techniques use template matching using correlation by working directly 

on pixels[50], on the other hand feature-based matching methods computes features before 

matching.    

Word spotting is subdivided into two categories; holistic and analytical recognition techniques. 

Holistic word recognition techniques [43, 44, 51] are segmentation free technique capable of 

handling noise effectively, operates on a word as a whole; keeping in view the fact that humans 

recognize the words easily [52] whereas analytical techniques are segment based and operates on 

characters extracted from words.   

2.1 Research Based on Holistic (word based) Techniques   

  

Li et al. [53]proposed a retrieval algorithm based on holistic, in which a local feature 

sequence (pixel length of each word) is extracted and then matched with remaining words of 

document. Andreev and Kirov [54] used a customized Hausdorff distance for matching two words 

in image space.  Harris Corner detector is used for finding out the points of interest for each word 

image and then matching is done in[49]. Marinai et al. [55]used self-organizing maps based on 

clustering and principle component analysis. Run-Length Smoothing Algorithm, RLSA has been 
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used for words extraction based on their aspect ratio and clustering is performed on each subset of 

partition. The work has been extended by Marinai et al. [56]through building a framework for 

document retrieval in digital libraries.  Zagoris et al. [57]used a combination of Fourier transform 

and scalar characteristics for matching based on Euclidian distance. Similar research was 

undertaken by [45] for Greek ancient documents Cross correlation matching has been used for 

holistic technique by[58]. Adamek et al. [44]proposed a closed contour matching technique using 

DTW.  Shunyi Yao et all [59] proposed histogram of Oriented Gradient (HoG) based two-

directional Dynamic Time Warping (DTW) matching method for handwritten word spotting. 

Word shape coding technique was suggested by Bai et al.[60], Bertolami et al. [61]and Adamek 

et al.[44]. Kluzner et al. [62]proposed an adaptive OCR system based on clustering by using 

FineReader engine performing simultaneous recognition for a cluster.  

2.2 Research Based on Analytical (character based) Techniques  
  

In this technique, a word is segmented into finer grains called characters which operate 

independently or in groups[8, 10, 63]. Choice of a particular segmentation point is dependent on 

accuracy by which a character is recognized. Unlike holistic technique where word itself becomes 

a segment point, in analytical approach multiple methodologies are being proposed to meet this 

challenge. One simple way is to break a word into smaller units and then these subunits are 

recognized[64]. Analytical methods are more flexible being letter oriented [48] as compared to 

holistic due to size and nature of lexicon. Vamvakas et al. [8]generated ASCII files based on 

training set. Image is first segmented into words, and through bottom up approach, characters are 

extracted using connected component analysis and skeleton features. Each character image is, first, 

normalized to fit in a pre-defined window size and then is represented by a fixed length feature 

vector based on the characterôs zone and area properties.   
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Moghaddam and Cheriet [9] presented a connected component based method for word spotting on 

cursive Arabic scripts by generating a basic connected component (BCC) library which is clustered 

based on SOM. New connected components are matched with existing library. DTW along with 

histogram matching is used. Terasawa et al.[10] presented Histogram of oriented Gradient (HOG) 

method where HOG Feature is calculated through rectangular sliding window in the direction of 

textual information. Histogram is calculated with orientation evenly spaced. It was found that that 

most effective number of bins is obtained to be either 12 or 16. Authors presented two alternate 

approaches for textual indexation of old documents i.e. Word Spotting and computer assisted 

transcription. Computer assisted transcription is based on character pattern redundancy in 

document images. Characters are first segmented and compared to one another to create a pattern 

dictionary. All characters within a class have a same label which removes the requirement to 

recognize all the characters of a class. Operations are performed on the word image to get the 

guides and the enlarged bounding. Manual transcription of 50% of the pattern dictionary, the 

authors achieved a correct transcription of 80% of an entire book (200 pages and 2000 characters 

per page) in 3 hours.  

For word spotting, the authors experimented a number of differential features and designated the 

gradient angle based on best P-R curve. Applicable Zones of Interest (ZOI) were selected to 

escalate efficiency / accuracy. Enlarged bounding boxes and guides were obtained through the 

application of morphological operations.  

Template is divided into pieces using the ZOIs and the distance and orientation between the centers 

of these zones are kept. The first ZOI is compared chronologically with each ZOI of the test image 

while the later ZOIs of the template are matched through lesser displacement possibility. The 

authors report results of two experiments. The first one is carried out on 185 images of two column 

pages with 20 lines per column where the search of the word ófyonô found 28 good hits out of 28 
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and the time of execution was 260 minutes. On the same document images, the authors then 

searched the word óegyptô and found 15 occurrences out of 15 with the first bad hit at rank 13 and 

the last good hit at rank 68 and this search took 400 minutes. Overall, results achieved by this 

approach are satisfactory but the execution time is too long which makes this approach less 

lucrative. Having presented an overview of some of the recent and notable studies in the area, 

comparative analysis of these methods is undertaken in the following section.  

2.3 Comparison of the Retrieval Methods ï Discussion  
  

There have been no standard criteria for the evaluation of different information retrieval / word 

spotting algorithms. Terasawa et al. [10]proposed an automatic evaluation framework for word 

spotting algorithms which provides certain guidelines and protocols for obtaining a uniform 

standard in the evaluation process. If followed globally, it can prove to be useful in future for a 

better and fair comparison of different methods. Traditionally, retrieval techniques have generally 

been evaluated by running a set of queries and analyzing the list of retrieved words. Two most 

common measures for judging the quality of the retrieved-words list are recall and precision. But 

as all these methods have been evaluated in different conditions on different proprietary databases 

sets with different number of test and query images, comparing the listed precision and recall rates 

portrays no true picture of the performance and efficiency of a particular method with respect to 

others, thus rendering a quantitative analysis irrelevant. A way though could be to program all 

these algorithms and then run the tests for the different methods in exact same computational 

conditions on one common data set. But due to many real life constraints, this is not feasible for 

us. So we will limit ourselves to a brief qualitative analysis of the different methods that has 

already been discussed. Two main categories of the document image retrieval methods which are 

holistic or segmentation-free techniques and analytical or segmentation-based techniques are most 
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noteworthy. Both the techniques have their pros and cons. Holistic analysis methods compare a 

sequence of observations derived from a word image with similar features for the words in the 

database. There are many factors that make this approach very attractive and natural. These factors 

mainly concern the poor quality and printing of historical documents that result in high level of 

noise, irregularity in printing and different font variations in ancient printed texts. All these factors 

can complicate the character segmentation process which itself is not an easy task. By using a 

holistic approach, all the character segmentation issues can be avoided and matching with whole 

words directly with good recognition rates using the different methods discussed earlier in the 

chapter. On the other hand, analytical methods look for the best match between consecutive 

sequences of primitive segments or characters of a word. Though segmentation of characters is a 

very difficult problem, especially for ancient documents[66], the analytical approaches usually 

tend to give better recognition results as compared to their holistic counterparts. It is due to their 

ability to focus on the local intrinsic characteristics of words which give more in depth details of 

a word, thus differentiating between two different words becomes easier. Another important point 

is the low level matching, which takes more intrinsic details into the matching process, making the 

systems robust. Thus similar feature set and matching distance could give better results when these 

features are defined for characters as compared to same features defined for words as evaluated 

in[67].  

Another major advantage of all segmentation-based methods is their flexibility with respect to the 

size and nature of the lexicon, which is a result of these methods being letter-oriented. From the 

above discussion, it can be concluded that although a lot of work has been undertaken in this active 

research area, yet a lot of scope exists for researchers. Handwritten scripts alongwith cursive 

writing like Urdu font is yet another domain which is best dealt with word spotting . Script 
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independence is the need of hour and our proposed framework amply contributes in all phases of 

word spotting.   
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3 Chapter -1  

Overview of Proposed Framework  
  

3.1 Introduction  
  

 Careful study of literature reveals certain important conclusions which form the basis of this 

research work. One of the major conclusions is strong dependence on script for undertaking any 

meaningful work particularly in the field of hand writing. This infers that there is a need to develop 

a script independent system using robust features that ensures language independence. Keeping 

this important conclusion / limitations in the existing research; an endeavor has been made to 

develop a script independent framework with capability and capacity to contribute in all phases of 

framework.         

                                                   
1 .2 Overview of Proposed Framework  
  

The complete system architecture is designed in two phases. In first phase, reference 

database is acquired through segmentation of training images and clusters are formed in a 

semiautomated manner. Features are extracted from clusters and are used to train the SVM 

Classifier to create the reference dataset as illustrated in Figure 2. In the second stage indexing and 

retrieval of words is performed where documents that are to be indexed are pre-processed to extract 

words from them and later extract features from each word. Every word being segmented-out is 

classified on the basis of reference database obtained from stage-1, and is assigned to a unique 

cluster. Each cluster contains an Index file which is updated every time when indexing of a new 

document is performed. This index file acts as reference to specific word in the document which 

is vital for word detection in large documents database. In the  
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retrieval system, features of query image are extracted and classified using SVM which allocated 

the query word to a specific cluster. Information contained in the indexed file at that cluster is used 

to retrieve all documents from database which contain the query word as illustrated in Figure 3.  

 

Figure 2- Overview of Proposed Methodology (Obtaining Reference Base)  

  

Figure 3 ï Overview of Proposed Methodology (Indexing and Retrieving Images)  
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3.3 Description of Each Phase of Framework  

3.3.1 Segmentation  

 Segmentation is a critical phase of framework; wherein, words are extracted from scanned 

document / image after removal of errors present in that image. Proper segmentation is necessary 

as any error introduced in this stage will have pronounced results in later stages.  

Detailed discussion on the segmentation is covered in Chapter 4.  

3.3.2 Clustering  

 Clustering refers to placement of each extracted word in a unique cluster containing instances of 

similar characteristic words. Words that have common features will be placed in a single cluster. 

Correct assignment is essential to reduce errors in later stages particularly in retrieval phase. Each 

unique cluster has its own index file that contains references to the location of extracted words in 

the documents. Detailed discussion on clustering is covered in Chapter 5.     

3.3.3 Feature Extraction  

 Features are the identification marks of any word. Each extracted word / query word has its unique 

feature set which is obtained through employment of various innovative techniques both global 

and local. In our proposed framework; existing features as well as newly added features have been 

used to their best utility. Robust feature set is essential for indexing and matching. Detailed 

discussion on clustering is covered in Chapter 5.      

3.3.4 Classification  

 Classifiers are used to train the dataset and ultimately retrieve the query word basing on 

parameters.  Numbers of varying classifiers are prevalent in todayôs research world.  There is no 

single classifier that suits all; and the choice depends on implementation framework. In our 
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proposed methodology; SVM Classifier has been used due to its strong capability to handle multi 

class variability. In our implementation we have each word / cluster as a unique class which 

requires separability for identification / matching.  SVM has also probability estimation function 

which is extremely helpful in making a decision in identification / discarding any query word.  

Discussion on use of SVM is covered in Chapter 5.     

3.3.5 Indexing  

 After SVM is trained on training data set; documents that are to be indexed passes through 

segmentation, feature extraction phase and are assigned to appropriate cluster. Index file present 

in each cluster is updated with each incoming word. Discussion in this regard is covered in Chapter 

6.   

3.3.6 Matching and Retrieval  

 Once the documents are indexed and index file has been updated; any query word can be presented to the 

system. In order to facilitate the user, a GUI has been designed. Query is given as an input image. Features 

are extracted and trained SVM looks up in the reference database that was obtained as a result of training. 

Nearest match and cluster is indicated that contains the instances of closely matched image. If the 

probability estimation function is within the desired threshold, framework reads the index file present in 

that cluster and retrieves the documents that contain the query word. If threshold is not met; the query word 

is discarded and óNo Matchô message is displayed. Detailed discussion alongwith Results are covered in 

Chapter 6 & 7.  

3.4 DataSet Used in the Proposed Framework  

In this research work, first challenge was to carry out a detailed analysis of existing 

handwritten databases. To this end successful accomplishment of comprehensive survey of 

handwritten document benchmarks: structure, usage and evaluation has been undertaken [68] as 

shown in Table 1 & 2. Using the above knowledge IAM handwriting database [69] has been used. 
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Total of approx. 1000 clusters dataset have been used either for training the classifier or retrieval 

of relevant results. Sufficient number of dataset was used to train the classifier both for English 

and Urdu languages and then based on training, a different set of clusters were used for querying 

purpose. For Urdu language use of 100 handwritten documents and also downloaded Urdu text 

from websites has been done. The idea was to use max cursive words for accurate results. Sample 

Images are attached as Annexure-A.    
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Database  Year  Language  Content  Mode  Writers  Statistics  

PE92   1993  Korean  Isolated characters  Offline  500+  235,000 characters  

CEDAR   1994  English  Words, Characters, 

Digits  

Offline    10,570 Words, 27,835 characters,  

21,179 digits  

NIST   1995  English  Isolated Digits  Offline  3000  810,000 digits  

JPCD   1997  Japanese  Characters  Online  80  1,227 character 

categories  

MNIST   1998  English  Isolated Digits  Offline    70,000 digits  

Al -Isra   1999  Arabic  Sentences  Offline  500  500 sentences,37,000 words,10,000 

   digits  

IRONOFF   1999  French  Words, Characters, 

Digits  

Online    50.000 words, 32000 characters  

Firemaker   2000  English  Paragraphs  Offline  250  4 samples/writer  

GRUHD   2001  Greek  Text, symbols  Offline  1000  1,760 forms, 667,583 symbols, 102,692 

words, 123256 digits  

IAM   2002  English  Sentences  Offline  657  1,539 forms, 5,685 sentences, 115,320 

words  

IFN/ENIT   2002  Arabic  Words  Offline  411  2,265 forms,26,449 city names  

Checks DB  2003  Arabic  Check amounts  Offline    7,000 cheques, 29,498 subwords, 15,000 

digits  

AHDB   2004  Arabic  Sentences, check 

amounts  

Offline  100  105 forms  

ARABASE  2005  Arabic  Sentences, words, 

letters  

On/Off  400  400 forms  

TAM-On  

DB   

2005  English  Sentences  Online  221  1,700 forms; 86,272 words  

Numerals 

DB   

2005  Bangla  

Devanagari  

Digits  Offline    45,948 numerals  

IAUT/PHC 

N   

2008  Farsi  Isolated Words  Offline  380  1,140 forms; 34,200 words  
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RIMES   2008  French  Sentences  Offline  1,300  12,723 Pages  

 

Database  Year  Language  Content  Mode  Writers  Statistics  

IFN Farsi   2008  Farsi  Words  Offline  600  7,271 words; 23,545 sub words  

CENPAR 

MI -A   

2008  Arabic  Words, characters, 

digits  

Offline  328  13.439 digits; 21,426 characters; 11,375 

words  

LMCA   2008  Arabic  Words, characters, 

digits  

Online  55  30.000 digits; 100,000 characters; 500 

words  

CENPAR 

MI -U   

2009  Urdu  Words, Characters, 

Digits  

Offline    18,000 words  

FHT   2009  Farsi  Sentences  Offline  250  1,000 forms; 106,600 words; 8,050 

sentences  

HCL2000   2009  Chinese  Characters  Offline  1,000  3,755 Characters  

CENPAR 

MI -F   

2009  Farsi  Words, letters,  

digits  

Offline  400  432,357 images  

IAM -On 

DO   

2010  English  Text, Drawings, 

Tables etc.  

Online  200  1,000 documents  

RODRIGO  2010  Spanish    Offline    1,853 pages  

ADAB   2011  Arabic  Words  Online  170  20,000+ words  

CASIA   2011  Chinese  Text, Characters  On/Off  1.020  3.5M isolated characters; 1.35M characters 

in text  

SCUT- 

COUCH   

2011  Chinese  Characters  Online  190  3.6M characters  

Indonesian  

TDB   

2011  Indonesian  Sentences  Offline  200  200 forms  

AMHCD   2011  Amazigh  Characters  Offline  60  25,740 characters  

MRG- 

OHTC   

2011  Tibetan  Characters  Online  130  910 character classes  

KHTD   2011  Kannada  Sentences  Offline  51  4,000 lines; 26,000 words  
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KHATT   2012  Arabic  Sentences  Offline  1,000  1,000 forms  

Devanagari 

DB   

 2012  Devanagari  Digits, Characters  Offline  750  5,137 isolated numerals  

Database  Year  Language  Content  Mode  Writers  Statistics  

UHSD  2012  Urdu  Sentences  Offline  200  400 forms  

QUWI   2013  Arabic  

English  

Sentences  Offline  1,017  4,068 forms  

HaFT   2013  Farsi  Sentences  Offline  600  1,800 images  

CVL   2013  English  

German  

Sentences  Offline  311   2,163 forms  

Tamil DB   2013  Tamil  Words  Offline  500  265,00 city  names  

AHTID- 

MW  

2015       Arabic  Text lines   Offline  53  3,710  lines  

  

Table 1 - An overview of handwritten databases   

  

Task  Databases  

Offline handwriting recognition  1AM, lAM -HistDB, RIMES, CEDAR, CVL,IFN-ENIT, AHDB, ARABASE, CENPARMI-Arabic, 

Allsra, LMCA, KHATT, QUWI, IAUT-PHCN, IFN-Farsi, CENPARMI-Farsi,   
HaFt, CENPARMI-Urdu, PE92, HCL2000, CASIA,KHTD, AMHCD, GRUHD,MRG-OHTC  

Online handwriting recognition  lAM -onDB, IRONOFF, IBM-UB, ADAB,ARABASE, LMCA, SCUT-COUCH,CASIA  

Digit Recognition  NIST, MNIST, CEDAR, CVL, CENPARMI-Arabic, IFN-Farsi, CENPARMI-Farsi  

Offline Writer  
identification/verification  

1AM, RIMES, CVL, FireMaker, IFN/ENIT, AHDB, Al-lsra, KHATT, QUWI, AHTID/MW,FHT, 

HaFT, HCL2000  

Online Writer identification/ 

verification  
lAM -onDB, IRONOFF, IBM-UB, ADAB  

Word Spotting  1AM, lAM -onDo, lAM-HistDB, CENPARMI-Arabic, CENPARMI-Urdu,CASIA  

Handwriting Segmentation  1AM, lAM -HistDB, CEDAR, AHTID-MW, FHT, HaFT,KHTD  

Gender Classification  lAM -onDB, QUWI, HCL2000  

              

Table 2 - Usage of Databases  
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4  Chapter -4 Pre-Processing (Binarization and Segmentation)  

 
  

Mostly the work done in handwritten / cursive scripts lacks computational efficiency owing to in-

efficient indexing, clustering and poor feature selection. Document is scanned and fed into the 

database and retrieval is obtained after matching features of query word with all the relevant 

features of each word in the database. This computational overhead increases with the increase in 

size of database. Concept of clustering i.e. grouping of each word in separate space is a major 

challenging area. Features of Query word should only get matched to a cluster and in turn, 

reference of each character/word is maintained in the document / database.   

Recognition of unconstrained cursively handwritten text is still a widely unsolved problem and an 

active area of research. For large vocabularies and different writing styles in general[70], and for 

degraded historical manuscripts in particular[71], the accuracy of an automatic transcription is far 

from being perfect.  

Handwritten text/writing is another challenging area, wherein different writing styles of 

individuals pose search, maintenance and segmentation problems. Problem in handwritten 

documents enhances not only due to variability between writers, but also due to variation in 

individual personôs writing too. Indexing in handwritten text is a problematic area and requires 

enhancements in research.  

Document image retrieval using word spotting is a popular research topic in document analysis 

domain after the advent of the digital library concept. Different approaches for word spotting that 

have been proposed over the years to facilitate information searching are discussed in chapter 2.  

In our proposed work, employing a granular approach for word spotting by introducing dynamic matching 

approach at word level has been undertaken. For that, the first step is to perform the indexing of document 
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images that includes the segmentation of words and characters, defining features for the characters and storing 

all this information in individual data files. It is a time consuming process, thatôs why document image indexing 

is done beforehand /offline to facilitate users in rapid information search and document image retrieval.  

The whole indexing process has been divided into following broad sub-steps:  

a. First Step is Binarization. Lots of research has already been undertaken in this field. 

However, in order to test few images, we did carryout binarization using famous 

techniques which are explained in subsequent paragraphs.  

b. Second step involves the segmentation of words. Details covered in Current Chapter.  

c. Third Step is the feature extraction from segmented words and assigning them to 

clusters. Details covered in Chapter 4.  

d. In the last step, the segmented word is matched with the training clusters and is assigned 

to a particular cluster where indexed file is generated and constantly updated for each 

incoming word.  

4.1 Document Image Binarization  
  

 Binarization is a technique used in pre-processing stage wherein efforts are made to separate 

background from foreground. In an ideal state, resultant should be aimed at foreground text in 

black and background as white. Various methods exists  that incorporates different thresholding 

criteriaôs, yet there accuracy in giving ideal results for all type of documents has not been achieved 

[72]. As an example; few algorithms might demonstrate promising results in documents having 

marks of strain while they might not be suitable for extremely low intensity variations.  

Research in Binarization of documents is as old as document image analysis. To this end, number 

of researchers has proposed multiple Binarization algorithms in the recent past. Careful analyses 

of these algorithms classify them in two broad categories i.e. global thresholding and local 
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thresholding. In case of Global thresholding techniques; employment of solitary intensity 

threshold value i.e. one fixed threshold is used for one particular image. Method proposed by Otsu 

using global thresh-holding is still most commonly used. In this method, the threshold value is 

calculated using some heuristics based on global image attributes. This helps in classification of 

image pixels into foreground (text) or background (non-text) pixels[73]. Global thresholding 

techniques have a glaring limitation i.e. these methods generally donôt perform well in case of 

uneven illumination and noise. Resultantly it can be inferred that will not perform well on low 

quality document images.  

Local thresholding methods, on the other hand, compute a threshold for each pixel (or group of 

pixels) in the image on the basis of the content in its neighborhood. As opposed to global 

thresholding, local methods generally perform better for low quality images, specially classifying 

pixels near text and object boundaries as either foreground or background. Different binarization 

methods have been evaluated in [74] and [72] for different types of documents. In[74], authors 

have presented a multi-step approach with focus on document images using initially a low pass  

Wiener filter for preprocessing for obtaining image referenced as I. In the second step,  Sauvolaôs 

algorithm [75] to extract the initial binary image S. Third step is estimation of background to get 

image B. Final thresh-holding is undertaken by incorporating image I and B. A pixel is taken as 

text pixel if corresponding distance between I and B exceeds a predefined threshold d. In[76], 

authors present an evaluation of eleven locally adaptive binarization methods for gray scale images 

with low contrast, variable background intensity and noise. In that evaluation, Niblackôs method 

[77] was found to be the best of them all. Different improvements have since been made to the 

original Niblackôs method to improve the results. These include  

Sauvolaôs algorithm[75], Wolfôs work [78] and Fengôs method[79].  
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Effort was made using fixed global thresholding on our document images but the results were not 

satisfactory. On the contrary, once it was done on some local sliding-window based thresholding 

methods on our images, results were immediately better. A customized binarization algorithm 

óNICKô by improving the original Niblackôs formula is developed in [80] . The results achieved 

using NICK are better than other Niblack inspired methods as later shown in the results.  An 

account of some of the well-known local sliding-window binarization methods which were tested 

and comparisons drawn are provided in Result Chapter (Chapter 5).  

4.2 Segmentation  

  

 Segmentation is a critical phase of information retrieval process. In this Section discussion on 

segmentation process will be undertaken in detail including its various problems particularly in 

relation to handwritten text and Urdu language fonts. Processing / matching is directly proportional 

to the accuracy of segmentation. Snow ball effect is seen if the errors in segmentation are not done 

dealt and have pronounced outcome in later phases like extraction of features to obtain feature 

vector, indexing, matching, retrieval etc. The main purpose of segmentation is to accurately extract 

a word from scanned image. All out efforts are made to eliminate / reduce errors i.e. variable 

writing classes, sloping lines, punctuations, commas, overlapped alphabets / characters, erased 

words etc. Efforts have been made to Segmentise handwritten documents using innovative 

techniques to make the foundation as accurate as possible [81].   

  

4.2.1 Problems in Segmentation- Handwritten English Language  

  

4.2.1.1 Style of Writ ing   

  

Identical script written by changed authors produces totally diverse outcomes. Figure 4-8 

provides evidence of this hypothesis  
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Figure 5 -  Handwritten Text by 2nd Author  

  

Figure  4   -   Hand w ritten Text by 1 
st 
  Author   
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Figure  6   -   Hand w r itten Text by 3 
rd 

  Author   

  

Figure  7   -    Hand w ritten Text by 4 
th 
  Author   
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4.2.1.2 Sloping / Slanting Lines  

  

 Hand written scripts may comprise sloping / inclined lines that generates challenging tasks 

like overlapped scripts / characters between two adjacent lines making connected component 

analysis extremely tough as shown in Figure 9.  

 

Figure 9 - Slanting Lines have their own challenges  

  

  

4.2.1.3 Unevenness / Irregularity in Inter Character / Inter Word Distances   

  

  

Figure  8   -    Hand w ritten Text by 5 
th 
Author   
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In case of typed textual scripts, inter word / character distance is maintained in a constant manner. 

However, in case of hand written scripts, it is totally dependent on human behaviors, environment 

and discretion. This particular aspect generates challenges by not affording researchers to have a 

common thresh-holding for variability in diverse blueprints. Effect of Commas, punctuations 

becomes more noticeable as shown in Figure 10.  

 
Figure 10 - Challenges faced due to Irregularity in spaces  

4.2.1.4 Miscellaneous Errors   

  

In addition to above mentioned errors, handwritten texts have multiplicity of faults like interspacing, 

Erasing / cutting, over-writing etc as shown in Figure 11.   

 

  

  

  

  

Comma is inside box   
Comma is outside   box   

  

  

Figure  11   -   Punctuations, cutting, Over - writing   
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4.2.2 Problems in Segmentation in Urdu Script  

 

  

 Figure 12 - Different shapes of Characters [67]  

The word spotting techniques outlined above have mostly been applied to word or character 

level segmentation on text based on the Latin alphabet. Proposed method of treating words as 

images on Urdu printed text also has also been undertaken. The highly cursive nature of Urdu text, 

however, makes its segmentation into words or characters very challenging. Besides that, Urdu 

words are written in joining and each letter can take different shapes based on its location in a 

word, as shown in Figure 12. Irregular inter and intra word / character spacing is also a continuous 

feature / problem area as depicted in Figure 13.  
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For Urdu text, segmentation is generally carried out at partial word (ligature) level [68]. The 

recognition and spotting of Urdu words, however, remains a less explored area. Among significant 

works on Urdu text, a word recognition system based on SVM is presented in [69] where authors 

assume that a word comprises a maximum of 4 components. A sliding window of four connected 

components (CCs) is then used to produce nominee words. The method reported a recognition rate 

of around 70% on the CENPARMI Urdu database. In previous work [68], a word spotting based 

indexing and retrieval technique is proposed where a word is segmented into ligatures (partial 

words) and features are extracted from each ligature. Ligatures from query word are matched with 

ligatures in database and prediction is performed. However, this system is computationally 

complex since each and every ligature of all the documents to be indexed is stored in the database. 

During retrieval, a query ligature has to be checked for similarity against all the ligatures in the 

reference based and later ligatures are merged into complete words. Extending the ideas presented 

in [68] by introducing a richer set of features and a clustering step to group similar partial words 

into clusters has been done. This allows for rapid search as the query ligature is to be matched only 

against the clusters rather than each and every ligature.  

  

 

Figure 13 - Non-uniform intra and inter word distance making word segmentation challenging  

task  
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4.3 Problem Resolution Techniques for Segmentation of Words in English Hand 

Written Text  

  

Handwritten documents are comparatively challenging to segmented-out in words as compared to 

typed textual formats due to complications of overlapping, cutting, over-writing of characters and 

words, varying styles of punctuations marks and variations in writing styles have pronounced 

effects causing irregular and asymmetric effects and hence, segmentation of words from 

handwritten documents need to be solved first as a pre-processing step.      

These above mentioned problems have been addressed in segmentation phase. Punctuations are 

removed from the text by applying morphological operations, inter word gaps are adjusted by 

calculating pixel densities while overlapped characters are detected and then sub-divided by cutting 

them form point of overlapping, while discarding areas having larger pixel values at one instance. 

Segmentation is performed using connected component analysis and RLSA is employed.  

Figure 14 shows an overview of word segmentation process from documents.     

  

   

a.  
   

b.  

  

c.  
  

d.  

  

Figure 14 - Overview of Segmentation Process:  (a) Original Image   (b) Filling of holes (c)  

RLSA (d) Segmented word  
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4.4 Description of Algorithms    

  

Å Firstly image inversion is done and subsequently open spaces likes holes are filled   

Å Secondly script lines are processed individually. This is undertaken by calculating total 

number of pixels horizontally and vertically.  Pixels are also summed up in gaps that 

exist between two consecutive lines.  

Å Threshold is applied and pixels are equated to zero. This creates separation between 

lines. Thereafter Run Length Smoothing Algorithm (RLSA) is used to dilate and erode 

the image to obtain connected component.  This also gives us aspect ratios which are 

vital for further processing.    

Å Final step is conversion of image back to its original shape. In order to extract the word 

image a rectangular box is used to demarcate the intended image i.e. segmented word. 

Marking of boundary is done in X and Y directions.   

4.5 Techniques Used for Improvement in Pre-Processing Stage   
  

4.5.1 Detecting Overlapping Components between Two Adjacent Rows  

Printed documents are presented using state of the art mechanisms in which gaps,  inter / intra 

charcter spacing is ensured using software techniques. However, writers use their own styles 

while writing on papers. This causes  problems like overlapped words as evident from Figure 15.    

 

Figure 15 ï Overlapping Characters  

Above mentioned issue is resolved as under:-  
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Å Firstly for each X Direction (row)  height is calculated and average is taken  

Å Secondly, inter row gap is obtained  

Å xx = Calculation obtained from 1st step + 2nd step and threshold is taken as 10  

Å Decision making is done as to, if any character lies between the calculation obtained 

in óxxô; that individual character (s) is presumed to be overlapping.  

4.5.1.1 Solution of Resolving Overlapping Characters  

Å Phase-1 ï Calculate the height of overlapped segments.  

Å Phase-2 -  Inter Line (s) Gap is calculated.  

Å Phase-3 ï Addition is done using calculations obtained in Phase-1 &2.  

Å Phase-4 ï Segmented / Character in focus is divided from middle.  

4.5.2 Segment Filtration  

Å Initially information that is not relevant to the word. This is done using 

thresholding function in which pixels that are below a certain threshold is 

removed.   

Å Secondly, in order to remove commas, punctuation marks; it is customary 

that they exist mostly on extreme right bottom corner of word. Using this fact, 

algorithm is designed to work dynamically. 4 x Zones are made for each 

extracted word and if there exists any small fraction of pixels relevant / 

compared to the actual word, it is assumed to be some irrelevant information.. 

Once the commas are removed, original image is replaced with the processed 

image. Algorithm works as under:-  

Å Step-1. To preserve the original image, a copy is made.  

    

Å Step-2. Normalisation of segments is undertaken by calculating the average 

size of script and dividing it by total segments.  

Å Step-3.  MATLAB function óBwareaopenô is applied on copied image.   



39  

  

Å Step-4. Original Image is cropped from right bottom corner.  

Å Step-5. Original image is repced with processed image i.e. without commas, 

punctuation marks.  

4.5.3 Moving Bounding Boxes  

  

Å Rectangular Boxes obtained as a result of segmentation are critical for any further processing 

and their accuracy is a must factor. In case some extra information is available with bounding 

boxes it is dealt as under:-  

Å Firstly; image is parsed from right to left using keeping center in ficus. Attempt is to 

find first white pixel.  

Å In second step; replacement of bounding box is done. New minus old (containing extra 

information).  

Å For all subsequent steps, loop back is applied that checks each bounding box and keep 

replacing the bounding box if any extra information is retrieved.   

Å Diagrammatic representation is depicted in Figure 16.  

  

Figure 16 - Results of techniques employed in Pre-Processing Stages  

 4.6  Segmentation of Words from a Sample Document Image  

  

After the application of various techniques, one sample image after segmentation is shown in 

Figure 17.  
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Figure 17 - Sample document image with segmented words  

4.7 Segmentation in Urdu Scripts  

  

The segmentation techniques outlined above have mostly been applied to word or character level 

segmentation on text based on the Latin alphabet. The highly cursive nature of Urdu text, however, 

makes its segmentation into words or characters very challenging. For Urdu text, segmentation is 

generally carried out at partial word (ligature). Figure 18 shows a sample image and Figure 19 

shows extraction of partial words.  

 

Figure 18 ï One Sample Urdu Image Document   
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Figure 19 ï Examples of partial words ligatures extracted as a result of Segmentation  

4.8 Results of Scanned Images using Abbyy Fine Reader Software  

  

Comparison of results on handwritten documents obtained through well-known OCR system has 

also been done and it was found that efficiency is reduced while employing them on handwritten 

documents due to problems already highlighted in segmentation chapter. Results obtained through 

OCR using abbyfine reader are presented in Figure 20.   

Image  Result Using OCR  

    

    

Figure 20 ï Results obtained through OCR on handwritten documents  
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4.9 Summary  

  

Segmentation in handwritten and cursive scripts poses a number of challenges and needs to be 

dealt meticulously as errors at this stage will get pronounced in later stages of information retrieval 

system. Major issues with RLSA based word segmentation include merging of words across 

different lines and fusion of punctuation marks with the word. Overlapped character, Commas , 

punctuation marks are few examples. The problem of overlapped characters is addressed by 

finding the average row height and average row gap in the document to define a threshold. 

Segmented words with height greater than the threshold are likely to be the result of a false 

segmentation and are split into two. The split point is determined by starting at the center of the 

segmented bounding box and finding the row with minimum number of text pixels.  

The removal of punctuations marks (commas, periods etc.) is traditionally carried out by  applying 

a threshold on the area of connected components and filtering the small components. Our proposed 

technique extends the same idea but to avoid removal of dots associated with characters (óiô and 

ójô), applying area based thresholding only on the extreme right components in the lower half of 

the word bounding box has been done. This allows removal of punctuation marks and the resulting 

words are extracted from the document for further processing. Use of RLSA and connected 

component together with dynamic calculation of slant lines thus removing un-necessary 

punctuations, overlapped characters, inter and intra word spaces, formulation of ligatures have 

yielded significant results[81].   

    

5  Chapter -5 Document Indexing (Feature Extraction and Clustering)  
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Feature extraction is considered the most critical step in a pattern classification problem that aims 

to find a characteristic representation of patterns under study (words in our case). As discussed 

earlier, both structural and statistical features have been investigated in classification problems. In 

our work done, employment of a set of statistical features for which rich classifiers are available 

has been undertaken. In order to cater the varying writing styles of different writers, our proposed 

technique focuses on conversion of words into shapes, eliminating the unnecessary intra-word 

white spaces and smoothing the word boundaries. For each extracted word, the empty columns 

between different components are eliminated and the baseline (row with maximum number of text 

pixels) of the word is determined. All the components in a word are then joined together by a 

horizontal line passing through the baseline. Loops and gaps in characters are filled by applying 

the morphological region filling algorithm to the word image and finally the contour of the word 

is extracted hence representing each word as a unique shape. Figure 21 illustrates an example of a 

word extracted from a document and converted into shape.  

Once the words are converted to a binary shape represented by its contour, next step is feature 

extraction. Set of features capturing the shape information like local orientations, curvatures, 

geometry and other shape descriptors have been employed. These features are detailed in the 

following paragraphs. Combinations of existing and new features have pronounced our research 

and have set new avenues for the researchers around the globe. By converting words into shapes 

advantages of two best existing techniques i.e. shape matching and word spotting have been 

accrued. This integration has yielded enormous results.  

Original   
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Line for joining all characters  

    

Filled RLSA Image  

    

Filled Input Image  

    

Shaped Word  

    

  

Figure 21 - Overview of extracting shaped word in English Script  

  

  

5.1 Feature Extraction from Words   
  

5.1.1 Chaincode Features    

                  

Chaincodes have been applied to a number of shape recognition problems with varying degrees of 

success. In case of document recognition, chaincodes have been applied to problems like writer 

identification and verification[82, 83], character and word recognition[84-86], classification of 

writing styles [87] and handwriting based characterization of writer demographics[88].   

In our case, exploiting the chaincode representation of the contour of the word shape to extract 

local orientation and curvature information. The contour is represented as a string of Freeman 

chaincodes and a histogram of these codes is computed to be used as a feature. The normalized 
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histograms of chaincodes represent the distribution of local orientations whereas the dominant 

orientations are reflected as peaks in the histogram.  

To capture the local curvature information from the contour, computing a 2D histogram of 

chaincode pairs where the entry (i,j) of the histogram represents the probability of finding the pair 

(i,j) in the contour representation of a word. Extending the same idea further, a 3D histogram of 

chaincode triplets is also computed and is normalized to be used as a feature.  Figure 22 illustrates 

an example word and the corresponding histogram of chaincodes as well as the 2D histogram of 

chaincode pairs.  

  

 

Figure 22 - Example word and (a): Histogram of chaincodes (b): Histogram of chaincode pairs  

5.1.2 Polygon Features  

  

In addition to the chaincode representation, the orientation and curvature information of a word is 

also captured by approximating the word shape by a polygon. Polygonization of word contours 

not only represents a distant scale of observation but the computed features are also more robust 

to distortions as compared to the chaincode based features. The sequential polygonization 
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algorithm presented in [89] is applied to the contour of a word to represent it by a set of line 

segments. The slope of each segment and the curvature (angle) between each pair of neighboring 

segments are computed and their distributions are used as features. Each of the two distributions 

is quantized into eight bins. In addition to these distribution, length weighted distribution of the 

segment slopes (curvatures) is also calculated where each bin of the histogram is incremented by 

the length(s) of the segment(s) having a particular slope (angle). These distributions are then 

normalized to have a sum of 1 and are used as features in characterizing a shaped word as shown 

in Figure 23.  

 

Figure 23 - An example word and its polygonized contours  

5.1.3 Pixel Density Features  

  

These features capture the pixel density information in different zones of a word. To compute zone 

based features (f7), a word is divided into four sub-images by placing a 2x2 grid on the image 

(Figure 24). For each zone, the proportion of pixels with respect to the total number of text pixels 

in the segmented word is computed.  

  

With Ni being the number of pixels in zone i.  
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Figure 24 - Shaped word divided into four zones and the pixel density in each zone  

5.1.4 Profile Features  

  

Profile features have been very effectively applied to a number of recognition problems[90]. 

Among various profile features, upper and lower profiles have been most widely employed. Upper 

profile is computed by finding, in each column, the distance of the first text pixel from the top of 

the bounding box of segmented word. In a similar fashion, the lower profile is calculated by finding 

the distance of the last text pixel from the top of the bounding box. Both the profiles are normalized 

by dividing them by the height of the bounding box of the segmented word. The dimension of 

upper and lower profile is the same as the number of columns (width) of the shaped word. 

Typically, profiles are matched using the well-known Dynamic Time Warping (DTW) 

method[44]. In our implementation, however, mean and standard deviation of each profile giving 

a four dimensional profile feature has been undertaken.  

5.1.5 Projection Features  

  

Horizontal and vertical projections of a shaped word are computed through summation of total 

number of text pixel in each row (column) of the shaped word. The projections are then normalized 

by division with the width (height) of the image. Similar to profile features, we compute the mean 

and standard deviation of the horizontal and vertical projections and employ them as features.  
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Similar to the orientation features computed from the polygonzied contours of a word, our 

technique computes the local orientation information in small zones of the word. The word image 

is converted into skeleton and is divided into 9 (3 × 3) equal sized windows. Features are then 

extracted from each zone of the word. These features include the number of horizontal, vertical, 

left diagonal and right diagonal lines. In addition, our technique also computes the normalized 

length of all horizontal, vertical, left diagonal and right diagonal lines and the normalized area of 

the word skeleton.  

5.1.6 Shape Descriptors  

  

These features capture the shape properties of the word image and include the well-known Hu 

moments, Euler number, the ratio of total number of ink pixels to the total number of pixels and 

eccentricity of the shape.  

5.1.7 Delta Features  

  

These features are aimed at capturing the information on loops, holes and overall structure of the 

word. Morphological closing is applied on the image to close holes and gaps and the (normalized) 

difference between the original and the closed word image is computed. This value is relatively 

high for words with loops and holes and serves to discriminate them from other words. In addition, 

to capture the general structure of the word, iterative application of morphological dilation on the 

word image with 4 different structuring elements and the percentage change in area of the word 

between two successive dilations is used as feature.  

1 

ὛὉ1 = (0 
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0 
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ὛὉ2 = (0 

1 

0 

1 

0   

 ὛὉ3 = (1  1 1)   

1 

ὛὉ4 = (1)   

1 



49  

  

The difference in area between two successive iterations of dilation (with one of the structuring 

elements) on three sample words is illustrated in Figure 25 while the respective percentage area 

changes for the three words are presented in Figure 26. In all cases, the increase in area is relatively 

higher for the initial iterations and stabilizes gradually as the number of iterations increase. 

Depending upon the characters within a word, the change in area of the word is different and can 

be exploited to characterize the word. In our implementation, 6 iterations of dilation giving a total 

of 24 features for the four structuring elements have been undertaken.  

 

Figure 25 - Change in area of word after dilation with one of the structuring element (a): Original  

Image (b): Change after iteration 1 (c): Change after iteration 3 (d): Change after iteration 5  
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Figure 26 - Percentage change in area of three words as a function of number of dilation  

iterations   

Feature  Description  Computed Form  Dimension  

f1  Chaincode based Features  Shaped Word  615  

f2  Polygon Features  Shaped Word  42  

f3  Projection Features  Shaped Word  4  

f4  Profile Features  Original Word  4  

F5  Zone based Orientation Features  Skeleton of Word  58  

f8  Delta Features  Original Word  9  

    Total  732  

  

Table 3 ï Summary of Features  

    

5.2 Feature Extraction in Urdu Script  
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Once the ligatures are extracted in Urdu script, our technique computes a set of features to 

characterize each ligature. Each ligature is treated as a unique shape and a set of shape descriptors 

is extracted from a ligature for subsequent matching. All  the above narrated features have also 

been applied on Urdu script. These features provide useful statistical information on the ligature 

under study and allow discriminating different ligature classes. An example of word converting to 

shape is depicted in Figure 27.  

  

       

(a)  (b)  (c)  

  

Figure 27 ï Overview of extracting word in Urdu Script (a) Original Word (b) Morphological  

Operations (c) Shaped Word  

  

5.3 Clustering of Words in English Script  

  

Prior to indexing of documents, clusters of words need to be generated where each cluster is 

intended to contain multiple instances of the same word to capture the writer-dependent variations 

within a word. This clustering is carried out offline, serves the subsequent steps of indexing and 

retrieval and can be manual, automatic or semi-automatic. In our implementation, semi-automatic 
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clustering of words where the clusters generated by a sequential clustering algorithm are manually 

corrected prior to indexing have been used.  

To generate word clusters, sample of 20 document images containing more than 1000 words have 

been used. Each segment image was converted into words and then represented each word by a 

feature vector as discussed in the previous section. In clustering; our proposed framework has 

employed sequential clustering algorithm [83, 91]. The main advantage of using this technique is 

that it does not necessitate / require prior knowledge of number of clusters. In the first step, it 

randomly picks a word and assumes it to be the center / mean (representative) of first cluster. 

Subsequently, with every incoming word; this technique computes its distance with the center of 

each cluster and choose the nearest cluster as a potential candidate. If the distance of the incoming 

word to the nearest cluster is lower than an empirically determined threshold, the incoming word 

is assigned to that cluster and the cluster mean is updated. On the contrary;  if  the distance does 

not meet the requisite condition, a new cluster is created with the word in question as the mean of 

the newly generated cluster. This process is repeated until all the words / ligatures have been 

assigned to a cluster.  

The most noteworthy short-coming of this clustering technique is that it is sensitive to the order in 

which words are accessed by the algorithm. It is worth mentioning here that clustering is an offline 

job and making of clusters through the use of this technique will give us approximate set of words. 

These clusters will be manually inspected and corrected prior to indexing. This infers that overall 

performance of framework is not totally dependent / sensitive on clustering stage. Executing the 

mentioned clustering algorithm on the sample images, our technique got a total of  

136 clusters. These clusters, naturally, contain some errors which are corrected manually.  

Similarly, clusters with less than 5 elements are removed. After refinement, total of 88 clusters 

containing a total of 941 words were obtained. These clusters are then employed to train the  
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SVM based classifiers which are used to index the given set of documents.  

5.4 Support Vector Machine Training  

  

Once the clusters of words are generated, the features extracted from these words are used to train 

a multi-class support vector machine (SVM) to learn to discriminate between different word 

classes. The SVM is based on one-against-all implementation using the radial basis kernel function 

while the parameters of SVM (C and gamma) are empirically chosen through cross validation. 

Features extracted from a word are fed to the trained SVM which assigns a probability of 

classification to each of the classes (clusters of words). The word is assigned to the cluster for 

which SVM reports the maximum probability. In case the probability of assignment is less than a 

pre-defined threshold, the word is assumed to not belong to any of the clusters in the database and 

is discarded. Example of a cluster with Word óAgreementô is shown in Figure 28.  

 

Figure 28 ï Cluster of Word óAgreementô using all possible instances existing in dataset  

  

  

  

5.5 Clustering in Urdu Script  
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The main idea of clustering is to group similar patterns (ligatures/partial words in our case) into 

clusters. In our study, clustering has been done with the objective of reducing the computational 

complexity of the retrieval phase. Once ligatures in a document are segmented and features are 

extracted, clustering is carried out to group different instances of the same ligature into groups. 

The clustering step establishes clusters of similar ligatures which serve as training data for 

subsequent classification. This allows matching a ligature in question only with the clusters rather 

than with all the ligatures in the database.   

Manually generating these clusters is naturally a monotonous and time consuming task, 

therefore, employment of a semi-automatic clustering where the ligatures are grouped using a 

sequential clustering algorithm was undertaken. The algorithm starts by randomly picking a 

ligature and considering it as the center of the first cluster. For each of the subsequent ligatures, 

the distance with the centroid of each cluster is computed and the ligature is assigned to the nearest 

cluster if the distance is below a predefined threshold. Otherwise, a new cluster is generated and 

the ligature under consideration is assumed to be the center of the newly created  

cluster.   

An important parameter in the aforementioned clustering algorithm is the similarity threshold. 

A relaxed threshold may result in distinct ligatures to be grouped into same clusters while a tight 

threshold may result in slightly varying shapes of the same ligature to be distributed into different 

clusters. The later of the two cases is illustrated in Figure 29 where slightly varying shapes of the 

same ligatures are attributed to different clusters due to a tight threshold. In our implementation, 

employing an empirically determined threshold to reduce the clustering errors to as low as possible 

has been done.  
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Figure 29  Example ligatures (in rows) which appear same but are assigned to different clusters  

because of tight threshold  

 

Figure 30- Examples of Ligatures in different Clusters  

  

The sequential clustering process is applied until all the ligatures are assigned to clusters. Once the 

process completes, the generated clusters are examined to check for any errors. Since the clusters 

serve as reference base for indexing, the clustering errors are manually corrected so that the 

training data does not contain any erroneous clusters.  
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It is worth mentioning that the total number of valid ligatures in Urdu language exceeds twenty 

thousand but a vast majority of these is rarely used. Most of the frequently employed vocabulary 

of Urdu can be generated using only few hundred frequently occurring ligatures. Figure 30 shows 

sample ligatures from different clusters and Figure 31 shows storage of same type of ligatures in 

a single cluster.  

 

 Figure 31 ï Cluster of a Ligature (partial word) in Urdu script     
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6  Chapter -6 Matching and Retrieval  

 
  

  

Once the SVM is trained to learn to discriminate between different word classes, next step is to 

proceed for matching and retrieval steps. During indexing, the document images presented to the 

system are segmented into words and are matched against the word clusters and the index file of 

each cluster is updated. During retrieval, a query word presented to the system is matched with the 

clusters in the database and the documents containing instances of the query word are presented 

to the user. Each of these modules is discussed in detail in the following.  

6.1 Training and Generation of Index File  
  

 For indexing, a set of documents is presented to the system is preprocessed, words are segmented 

and features are extracted from each word as discussed earlier. The features extracted from a word 

are fed to the trained SVM which outputs the probability scores of the word belonging to each of 

the clusters (classes). The word is attributed to the class for which the SVM scores the maximum 

score. It should be noted that our proposed framework has a necessary and sufficient number of 

word clusters, it is assumed that for each word there is a corresponding cluster available in 

database. In an eventuality where a word does not find a corresponding cluster, applying a 

threshold on the confidence score of the SVM reject the words. In case the confidence score of the 

nearest word cluster is above the threshold, our framework assigns the word to the respective 

cluster and update the index file of the cluster. The index file contains information on the image 

ID from database and the coordinates of the word within that image.  

The index file is updated every time a new word is added to the cluster. A sample index file of a cluster is 

illustrated in Figure 32 where the first column represents the file number in database and the rest of the columns 

represent the information of x-position, y-position, height and width of the respective word within the image. 
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The index of a cluster file allows keeping track of all instances of the respective word within the indexed set of 

documents.  

1.png  277   937   90  42  

1.png  591   907   63  78  

2.png  79   1620   131  75  

2.png  1726   742   105  74  

3.png  197   368   126  91  

3.png  1702   533   72  83  

4.png  441   989   134  76  

4.png  661   1702   114  76  

5.png  44   353   135  68  

5.png  512   699   79  94  

     7.png  639   211   143  85   

Figure 32 - A sample index file of a cluster showing image number, X,Y coordinates, height and  

width of bounding box   

6.2 Retrieval in English Handwritten Text  
  

During retrieval, a query word image is presented to the system and the idea is to retrieve all 

documents containing occurrences of the provided word. Features are extracted from the query 

word image and the SVM is used to find the most probable word cluster that matches the query 

word. Once the cluster is identified, the index file of the respective cluster is parsed to retrieve all 

documents containing instances of the query word. Each document containing the query word is 

displayed on screen with the queried word highlighted on the document. Figure 33 illustrates a 

retrieval session with the system where the query word óBritainô is provided to the system and the 

documents containing instances of the word are retrieved and presented to the user.  
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